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Abstract

An open issue in self-organization is how to engineer emergent behaviors. This issue is also of interest for engineering holonic multi-agent systems as any level of a holarchy is dependant of the emergent behaviors of its sub-levels. In order to tackle this specific feature of holonic multi-agent systems, the capacity concept which abstracts a know-how from its concrete realization is introduced. The use of this concept is illustrated in this paper through a case study using the aspeCS development process which enables the analysis, design, implementation and deployment of holonic multi-agent systems and integrates the capacity as a core concept of its underlying metamodel, called CRIO (i.e Capacity-Role-Interaction-Organisation).

1 Introduction

Works on self-organisation and emergence are common in the Multi-Agent Systems (MAS) field [33]. As pointed out in [34] a still open issue is how to engineer self-organizing applications or in other words how to define a global goal, and to design local behaviors so that a global behavior, able to satisfy this goal, emerges. In [29] the capacity concept is proposed as an abstraction that allows agents and holons to exhibit self-organisation features. In this paper the way in which such an abstraction may be useful to engineer self-adaptation and
self-organisation within a Holonic MAS (HMAS) dedicated to the simulation of robot soccer games is shown and exemplified all along the software development process.

In multi-agent systems, the vision of holons is someway closer to the one that MAS researchers have of Recursive or Composed agents. A holon constitutes a way to gather local and global, individual and collective points of view. A holon is a self-similar structure composed of holons as sub-structures and a hierarchical structure composed of holons is called a holarchy. A holon can be seen, depending on the level of observation, either as an autonomous whole entity or as an organisation of holons (this is often called the Janus effect, in reference to the two faces of a holon [22]).

This abstraction is integrated in a complete software development process from requirements to code, namely ASPECS [8]. ASPECS is based on a holonic organizational metamodel and provides a step-by-step guide from requirements to code allowing the modeling of a system at different levels of details using a suite of refinement methods. Using a holonic perspective, the designer can model a system with entities of different granularities. He can recursively model components and sub-components of a system until he achieves a stage where the requested tasks are manageable by atomic easy-to-implement entities.

This paper is organized as follow: related works are discussed in section 2, section 3 discusses the methodological background based on our holonic framework and the ASPECS development process. Section 4 describes the various faces of the concept of capacity all along this process. Section 5 presents the robot soccer simulation model used to illustrate the emergence control in a holarchy. Finally some conclusions are drawn in section 6.

2 Related Works

Emergence phenomenon in artificial systems has already been studied as in [14]. This reference gives a definition:

- a collection of interactive agents: the process;
- an epiphenomenon produced by this process at the macro level;
- a natural interpretation of this epiphenomenon as computation or computation results.

Other works distinguish between several levels of emergence from weak to strong [9]. The common point of these approaches is the existence of, at least, two levels. This feature is particularly interesting for the design of holarchies where each level relies on the behaviour of it lower levels.

Several approaches related to the exploitation of agent capabilities have been already proposed in various domains of MAS.

---

1 ASPECS: Agent-oriented Software Process for Engineering Complex Systems, see http://www.aspecs.org/
In [26] the authors propose definitions for swarming and self-organized MAS and give general principles on how to engineer swarming MAS. These principles are illustrated through several case studies. Even if it is a very important work both on theoretical and practical aspects, the given principles are not well formalized and can be ambiguous. Their application may lead to several different results. Moreover, the approach presented in this paper is based on organizational concepts which enable the definition of ODP (Organisational Design Pattern) from swarming metaphors. These ODP can be easily reused as many MAS methodologies and development platforms integrate organizational concepts.

The authors of [36] deal with the engineering of emergence as it appears in many biological systems. The underlying assumption is that there must exist several levels and/or timescales to explain and describe emergence. Their proposition consists in a three elements architecture to be refined for any specific problem. These elements are: the System of System (SoS) model that describes the high level system, the local model that describes the lower level and the the integrated model that describes an integration environment between these two levels. However, the work presented in [36] only sketch the architecture and do not propose a methodology to apply it.

In the domain of Semantic Web and Web Agents, [37, 38] propose an Agent Capability Description Language (LARKS) and discuss the Service Matchmaking process using it. Thus a first description of Agent Capability using LARKS is given. However this description is only used in the Service Matchmaking process and not used during the analysis nor the modeling phases. These aspects are tackled in our approach with the notion of capacity as a basic description of an agent know-how.

[28] discusses the concept of capability and the concept of opportunity, respectively representing the necessary and the sufficient conditions to achieve a goal. These concepts are similar to the concepts of capacity and capacity realisation but they do not take into account organisational nor holonic concerns.

To distinguish the agent from its competencies, [30] and [31] have introduced the notion of skill to describe basic agent abilities thus allowing the definition of an atomic agent, that can dynamically evolve by learning/acquiring new skills. Then [1, 2] have extended this approach to integrate this notion of skill as a basic building block for role specification. [23, 24] also consider agent capability as a basic building block for role specification in their meta-model for MAS modeling. These capabilities are however inherent to particular agents, and thus to specific architectures. In these models the role is considered as a link between agents and a collection of behaviours embodied by the skills. In other words, in these approaches, the skill is directly related to the way to obtain a service, and thus represents a basic software component. However, the description of the general class of related services and the fact that a given agent ability can be obtained by various implementations is not developed. This really differs from our view of the notion of role. For us a role is a first class entity, the abstraction of a behaviour or/and a status in an organisation (extension of [18]), that should be specified without making any assumptions on its susceptible players. It is
assumed that these aspects are captured in our model with the notion of capacity implementation.

In a more general way, our approach is situated in the confluence of these various models, thus linking the description of an agent capability with its various possible implementations. As a consequence agents are provided with means to reason about their needs/goals and to identify the way to satisfy/achieve them. The proposed approach benefits of the advantages of both approaches, thus increasing reusability and modularity by separating the agent from its capacities, as well as separating the capacity from its various implementations.

Considering an organisation as a possible capacity implementation constitutes one of our main contributions; group of interacting agents can provide a capacity to an upper level. This becomes particularly interesting in the case of holonic MAS, where the super-holon can exploit additional behaviours emerging from members interactions in order to exhibit a new capacity. In the same way, this is a modeling tool to deal with intrinsic emergent properties of a system and to catch them directly in the analysis phase.

3 Methodological background

In this section an overview will be provided about the concepts related to holonic systems and ASPECS. Holonic systems are particularly useful in modeling solutions to complex, hierarchical decomposable problems but they need a rigorous approach and the definition of a huge set of concepts as it will be explained in the following subsection.

3.1 Holonic Systems

A holon is a whole-part construct that may be composed of other holons, but it may be, at the same time, a component of higher level holons. Examples of holarchies can be found in every-day life. Probably the most widely used example is the human body. The body may be considered as a whole or as a nested hierarchy of organs composed of cells, in turn composed of molecules, etc.

Holonic Systems have been already applied to a wide range of applications and a number of models and frameworks have been proposed for these systems [25, 39, 42]. However, most of them are strongly attached to their domain of application and use specific agent architectures. In order to allow modular and reusable modeling that minimizes the impact on the underlying architecture a framework based on an organizational approach is proposed. The Capacity-Role-Interaction-Organisation (CRI0) meta-model [29] is selected to represent organizations since it enables formal specification, animations and proofs based on the OZS, which stands for Object-Z and Statecharts, formalism [17].

In order to maintain this framework generic, two aspects that overlap in a holon should be distinguished. The first is directly related to the holonic nature of the entity (i.e a holon, called super-holon, is composed of other holons, called
sub-holons or members) and deals with the government and the administration of a super-holon. This aspect is common to every holon and thus called the holonic aspect (see figure 1). It describes the decision making process and how members organize and manage the super-holon. The second aspect is related to the problem to solve and the task to be performed. It depends on the application domain and is called the production aspect. It describes action coordination mechanisms and interactions between members to achieve the objectives of the super-holons.

To manage the first aspect of a composed holon, a particular organisation called Holonic Organisation is defined to describe the government of a holon and its structure in terms of decision making (authority, power repartition) and representative functions (interactions with other holons). In [16] three different structures are proposed. The federation where all members of the holon are equals with respect to the interactions with the outside of the holon. The fusion where members disappear to form a single entity and the moderated group where a subset of the members are chosen to act as mediator with the outside of the holon. In this work the moderated group is adopted as management structure of the super-holon, due to the wide range of configurations it allows. The Holonic Organisation represents a moderated group in terms of roles (called holonic roles) and their interactions. Three holonic roles have been defined to describe the status of a member inside a super-holon and one role to describe the status of non-members: (i) Representative is the externally visible part of a super-holon. It is an interface between the outside world (same level or upper level) and the other holon members. It may represent other members in taking decisions or accomplishing tasks (i.e., recruiting members, transferring information, etc). The Representative role can be played by more than one member at the same time. (ii) Head or decision maker represents a privileged status conferring a certain level of authority in taking decisions inside the holon. This role is not to be confused with the Representative role. Indeed, Representative role-players are not allowed to take decisions for the holon. Nevertheless, a holon can be at the same time a Representative and a Head. (iii) Peer is in charge of doing tasks...
assigned by Heads. A Peer can also have an administrative duty, and it may be employed in the decision making process. It depends on the configuration chosen for modeling the super-holon. (iv) Stand-Alone or non-member represents a particular status inside a holonic system. In contrast to the previous holonic roles, it represents the way a member sees a non-member holon. Stand-Alone holons may interact with the Representatives to request their admission as new members of an existing super-holon. Admissions of new holons are problem dependant and can be dealt with many different mechanisms such as vote among members, assertions on candidate capacities, etc.

The three first holonic roles describe the status of a member within a super-holon and participate in defining the holonic organisation. Each of these roles can be played by one or more members, knowing that any super-holon must have at least one Representative and one Head. The roles Head, Peer are exclusive between them, while Representative may be played simultaneously with one of the two others. The Part status represents members belonging to only one super-holon while the Multi-Part status represents sub-holons belonging to more than one super-holon.

In our approach, each super-holon must contain exactly one instance of the Holonic Organisation: the holonic group. Every sub-holon must play at least one role in this group to define its status inside the super-holon. Figure 1 illustrates these different aspects of a composed holon and describes its typical structure from a horizontal and a vertical point of view. The vertical decomposition represents the decomposition of the holon numbered 1 in the figure, in several sub-holons, here 2, 3, 4 and 5. These sub-holons constitute the level just below the level of holon 1. The horizontal decomposition represents the fact that an holon, whatever the level it belongs to, can play different roles within groups. For example, the holon 2 plays the roles Representative and Head in the holonic group of the holon 1 and other roles in groups 4 and 5. Holon 6 plays the role Stand-alone to interact with one of the representatives of the super-holon 1 to manage recruitment related interactions.

Super-holons are created with a goal and to perform certain tasks. To achieve these goals/tasks, the members must interact and coordinate their actions. Our framework also offers means to model this second aspect of the super-holons. This goal-dependent interactions are modeled using organizations, namely Production Organizations since they are specific to each holon and its goals/tasks. The behaviors and interactions of the members can thus be described independently of their roles as a component of the super-holon. Any number of production organizations is possible. Each organisation describes an aspect of the problem dependant aspects. The only strictly required organisation is the Holonic organisation that describes member’s status in the super-holon.

This approach guarantees a clear separation between the management of the super-holon and the goal-specific behaviors and favors modularity and reusability.
3.2 Overview of the ASPECS development process

The ASPECS software development process can be considered as an evolution of the PASSI [7] methodology for modeling HMAS and it also draws from experiences about holon design coming from the CRIOL approach [29]. ASPECS combines an organizational approach with an holonic perspective. Its target scope can be found in complex systems and especially hierarchical complex systems. The principle of ASPECS consists in analyzing and decomposing the structure of complex systems by means of a hierarchical decomposition. The ASPECS process consists in three phases that are briefly described below. Figure 2 describes the various activities and phases of ASPECS and their associated goals. The *System Requirements Analysis* phase is based on the identification of a hierarchy of organizations, whose global behavior may represent the system under the chosen perspective. It starts with requirements analysis that is performed by means of classical techniques such as use cases. Domain knowledge and vocabulary associated to the target application are then collected and explicitly described in the problem ontology. Each requirement is then associated to an organisation, that represents a global behavior able to fulfill the associated requirements. The context of each organisation is defined by a set of

![Figure 2: Overview of ASPECS process](image-url)
concepts of the problem ontology. Organisation identification generates a first hierarchy of organizations; these will later be extended and updated in an iterative process in order to obtain the global organisation hierarchy representing the system structure and behaviors. Identified organizations are then decomposed into a set of interacting sub-behaviors modeled by roles. The goal of a role is to contribute to the fulfillment of (a part of) the requirements of the organisation within which it is defined. In order to design modular and reusable organisation models, roles should be specified without making any assumptions on the architecture of the agent that may play them. To meet this objective, the concept of capacity was introduced. The analysis phase ends with the capacity identification activity that aims at determining if a role requires a capacity and then adapting its behavior description. At this step a new iteration may possibly start. The analysis process may stop when all capacities required by roles at the lowest level of the hierarchy are considered to be manageable by atomic easy-to-implement entities.

The Agent Society Design phase aims at designing a society of agents whose global behavior is able to provide an effective solution to the problem described in the previous phases and to satisfy associated requirements. The objective is, now, to provide a model of the agent society involved in the solution in terms of social interactions and dependencies among entities (holons and/or agents). Previously identified elements such as ontology, roles and interactions, are refined. At the end of the design phase, the hierarchical organisation structure is mapped to a holarchy (hierarchy of holons) in charge of its execution. Each of the previously identified organizations is instantiated in forms of groups. Corresponding roles are then associated to holons or agents. This last activity also aims at describing the various rules that govern the decision making inside composed holons as well as the holons’ dynamics in the system. All of these elements are finally merged to obtain the complete set of holons (composed or not) involved in the solution. In this way, the complete holarchy of the solution is described.

The Implementation and Deployment phase aims at implementing the agent-oriented solution designed in the previous phase by adapting it to the chosen implementation platform (in our case: the Janus platform [15]). The implementation phase details activities that allow the description of the solution architecture and the production of associated source code and tests. It also deals with the reuse of previously developed solutions. The Deployment starts with the description of the deployment configuration; it details how the previously designed application will be concretely deployed: this includes studying distribution aspects, holons physical location(s) and their relationships with external devices and resources. Finally, test activities are performed.
4 The concept of Capacity through the development process

The concept of capacity is one of the key concepts of the CRIO metamodel underlying the ASPECS development process. This section describes the various faces of this concept mainly during the two first phases of the ASPECS development process: the system requirements analysis (subsection 4.1) and the agent society design (subsection 4.2). It also describes the way a holon may dynamically acquire a new capacity at runtime (subsection 4.3).

4.1 The concept of Capacity during the analysis phase

A Capacity describes what a behavior is able to do or what a behavior may require to be defined. As a consequence, there are two main ways of using this concept: (i) It specifies the result of some role interactions, and consequently it specifies results that an organisation as a whole may achieve with its behavior. In this sense, it is possible to say that an organisation may exhibit a capacity. (ii) Capacities may be used to decompose complex role behaviours by abstracting and externalizing (for instance by delegating to other roles) a part of their role tasks into capacities. In this case the capacity may be considered as a behavioral building block that increases modularity and reusability of roles and organisations. Thanks to this dual aspect, capacity allows to make an interface between two adjacent levels of abstraction in the organizational hierarchy of the system. In this context, capacity may be used to specify the contributions among already identified organisations located at different levels of abstractions (level $n$ and $n - 1$). It may also be used as a new requirement to identify new organisations at a lower level of abstraction (level $n - 1$) and thus break down the complexity of a role (level $n$). A role at level $n$ requires a capacity that is in turn provided by an organisation at level $n - 1$.

To better illustrate the dual aspect of the capacity concept, an example will be provided: the capacity to find the shortest path in a weighted directed acyclic graph $G(N, E)$, from a source node to a destination node $d$. This capacity is formally described in figure 3. The template includes the name of the capacity, its required inputs and what it produces as an output. Constraints on the properties of inputs and outputs are defined in the requires and ensures slots respectively. A textual description gives an informal description of the capacity.

This capacity may be realized in various ways. Dijkstra [10] or Bellman-Ford [4] algorithms may be used if the know-how of a single entity is considered. Besides other realizations may be found, especially if the know-how of a group of entities modeled by an organisation is considered. The Ant Colony is a well-known organisation able to find a solution to the problem of finding the shortest path in a graph [3]. The solution (the shortest path) emerges from interactions among Ants in their environment. Let us suppose that the environment represents the graph $G$, the source node $s$ is mapped to the Ant Hill and the destination $d$ to a food source. Figure 4 represents the design of a portion
Name: FindShortestPath
Inputs: $G = (N, E)$, directed graph. $E = N \times N$
$w : E \to \mathbb{R}$, weight function.
$s \in N$, source node.
$d \in N$, destination node.
Outputs: $P = \langle s = i_0, i_1, \cdots, i_{n-1}, d = i_n \rangle$,
with $\forall k \in \{0..n\}, i_k \in N$
the shortest path $P$ between $s$ and $d$.
Requires: $N \neq \emptyset$ and $E \neq \emptyset$
and $\forall (u, v) \in E / w(u, v) \geq 0$
Ensures: $\forall j_t \in N, t \in \{0..m\}$

$$\nexists Q = \langle s = j_0, j_1, \cdots, j_m = d \rangle /
P \neq Q \land \sum_{t=0}^{m-1} w(j_t, j_{t+1}) < \sum_{k=0}^{n-1} w(i_k, i_{k+1})$$

There exists no path $Q$ in the graph linking $s$ to $d$ shorter than $P$.

Textual Description:
provides a solution to the single-source shortest path problem for a
directed graph with non-negative edge weights.

Figure 3: Formal description of FindShortestPath capacity

Figure 4: The concept of capacity as a link between two adjacent levels of
abstraction during the analysis phase
of a system composed by several levels of abstractions. At the level $n + 1$, the Route Choice organisation is responsible for providing the best route between two given points to another organisation not represented in the diagram (for instance the Motion Control organisation responsible to control the movement of a robot). The request of finding the route is done by the Route Requester role (probably played by a member of the Motion Control organisation) responsible to obtain the required information. The route is chosen by the Route Provider role that is, indeed, not able to do that by itself, this latter requires the FindShortestPath capacity that actually provides the result. This capacity provides the solution of a problem that is effectively solved at a lower level of abstraction (level $n$). Figure 4 proposes one possible implementation to this capacity by means of an ant colony thanks to the Ant Colony organisation that is located at a lower level in the organizational hierarchy. The capacity concept thus allows to define how an organisation at level $n$ may contribute to the behavior of a role at level $n + 1$.

Let us consider the need of modeling a complex system behavior. It is assumed that it is possible to decompose the system from a functional point of view into a set of finer grained (less complex) behaviours interacting to meet the objectives of the organisation. Depending on the considered level of abstraction, an organisation can be seen either as a single behavior or as a set of interacting behaviours. The concept of organisation is inherently a recursive one [13]. The same duality is also present in the concept of holon. Both are often illustrated by the same analogy: the composition of the human body. The human body, from a certain point of view, can be seen as a single entity with an identity and its own behavior and personal emotions. Besides, it may also be regarded as a cluster/aggregate of organs, which are themselves made up of cells, and so on. At each level of this nested hierarchy, specific behaviours emerge [6]. The body has an identity and a behavior that is unique for each individual. Each organ has a specific mission: filtration for kidneys, extraction of oxygen for lungs or blood circulation for the heart, etc. An organisation is either an aggregation of interacting behaviours, and a behavior composing an organisation at an upper level of abstraction; the resulting whole constitutes a hierarchy of behaviours that has specific goals to be met at each level.

This recursive definition of the organisation will form the basis of the analysis activities performed within the ASPECS development process. The system global behavior is recursively decomposed into a set of interacting sub-behaviours, each of these latter being in turn decomposed until the lowest level of elementary sub-behaviours is reached. It means that at a given level, composed behaviours are modeled by using organisations. These organisations are composed of roles which can be in turn decomposed into organisations at a lower level. The concept of capacity is used to specify contributions between the various organisations located at different levels of abstraction. In most systems, it is somewhat arbitrary as to where the partitioning is left off and what subsystems are taken as elementary (cf. [35, chap. 8]). This choice remains a pure design choice. During the design phase, the hierarchical organisation structure resulting from the analysis will be mapped to a holarchy (hierarchy of holons) in charge of
its execution. Each of the previously identified organisations is instantiated in forms of groups. Corresponding roles are then associated to holons to obtain a holarchy able to execute the various behaviours identified during the analysis.

4.2 The concept of Capacity in the design phase

As already discussed, during the agent society design phase, the capacity concept is also used as an interface between organisations located at different levels of abstraction, as described in figure 5. But these inter-level contributions are refined by the introduction of the concept of service provided by an organisation and implementing the required capacities.

A service implements a capacity thus accomplishing a set of functionalities on behalf of its owner, a role. This definition of service is inspired from the Web Services Architecture [40] of the W3C\(^2\)). These functionalities can be effectively implemented by a set of capacities required by the owner role. A role can thus publish several of its capacities and other members of the group can take profit of them by means of a service exchange. Similarly a group, that is able to provide a collective capacity can share it with other groups by providing a service.

The relationship between capacity and service is thus crucial in our meta-model. A capacity is an internal aspect of an organisation or a role, while the service is designed to be shared among various organisation or entities. A service is created to publish a capacity and thus to allow other entities to benefit from it.

It will be assumed that an organisation is able to provide a service if the service is provided by one of its roles. A role may provide a service if it manages/supervises a workflow where either:

- the service is implemented in one of its own behaviours; in this case, obviously, the role exhibits a capacity with a compatible description.
- the service is obtained from a subset of other roles of the same organisation by interacting with them using a known protocol; this is a service composition scenario where the work plan is a priori known and the performance level may be someway ensured.
- the service is obtained from the interaction of roles of the same organisation but the work plan is not a priori known and the service results in an emergent way (i.e., Ant Colony Organisation).

In the last case, the management of a service provided by the global organisation behavior is usually associated to one of the organisation’s roles (i.e., Supervisor in the Ant Colony Organisation). It may also be managed by at least one of the representative of the various holons playing roles defined in the corresponding organisation.

If we consider again the example of the \textit{FindShortestPath} capacity, the Ant Colony organisation is able to provide this capacity. This latter is then required

\(^2\)World Wide Web Consortium: \url{http://www.w3.org}
The concept of capacity during the design phase to define the behavior of Route Provider role (see figure 5). The organisations are located at two different levels of abstraction.

As shown in Figure 6, the holonic approach enables to simply represent both levels by creating a super-holon whose members are ants. The two previously discussed organisations are instantiated in form of groups $g_0$ and $g_1$. The group $g_0$ is composed of three members $H_1$, $H_2$ and $H_3$ (level $n$). The holon $H_3$ plays the Route Requester role; it wishes to obtain the shortest route to its destination, and for that, it queries holon $H_1$ acting as Route Provider. The behavior of this latter role is based on the FindShortestPath capacity. The holon $H_1$ must have a realization of that capacity. Suppose for example he opts for the implementation based on the Ant Colony organisation. In this case, the $H_1$ holon will have an instance of that organisation, noted $g_2$: Ant Colony, see figure 6. Despite the fact that the Ant Colony is providing a specific service, none of its members (members of $g_2$) is able to play the Route Provider role by itself. The super-holon $H_1$ is thus able to play a role that is inaccessible to its members.

Agent and holon concepts are introduced during the design phase. In this way, the concept of capacity may be used in a new manner, as an interface between an agent and a role. This is typically the case for capacities identified in the lowest level of the system organizational hierarchy. To obtain a generic model of organisation, it is necessary to define a role without making any assumptions on the architecture of the holon which will play this role. Basing the description of the role behaviours on capacities enables a modular and reusable modeling of holonic MAS. Indeed, capacities describe what the holon is capable
of doing (Abstract Level), independently of how it does it (Concrete Level). So
to catch these two different levels of abstraction in our organizational model, we
introduce the notion of capacity implementation. The capacity is the descrip-
tion of a given competence, while its implementations are the way to exploit
that competence. A role defines a behavior based on what the holon is capable
of doing (i.e., the holon’s capacities). Thus, a role requires that the role player
has specific capacities. A holon has to possess all capacities required by a role
to play that role.

During design phase, a super-holon can obtain a capacity, either by directly
getting a concrete implementation in the form of algorithms (i.e., Dijkstra or
Bellman-Ford), or by incorporating a group (of production) capable of providing
a service that achieves the capacity it needs. This last case is really interesting
since it may be used at runtime to dynamically change the capacity implementa-
tions of a given holon. The next section details the process of dynamic capacity
acquisition.

4.3 The concept of Capacity in the deployment phase: dyn-
amic capacity acquisition

Implementation and Deployment phase is based on the Janus platform that was
specifically designed to deal with the implementation and deployment of holonic
and multiagent systems [15]. It is based on an organizational approach and its
key focus is that it supports the implementation of the concepts of capacity, role
and organisation as first-class entities.

One of the fundamental advantages of the concept of capacity is that it allows
an agent/holon to reason about its own skills and those of other agents/holons.
In Janus, each holon has a set of basic capacities that may dynamically evolve.
In order to acquire a new capacity a holon may instantiate a new internal organi-
sation providing a service that implements the required capacity. A possible
scenario for the exploitation of this interesting feature is related to the already
introduced FindShortestPath capacity example. Let us initially suppose that the
group \( g_0 \) of figure 6 contained only two members: a Route Requester role (played
by holon 3) and only one Route Provider role (played by holon 2). The holon 1
wishes to improve the capability of this group by playing the Route Provider by
itself (in this way two holons in the group can offer the same service) but it does
not possess the required capacity (FindShortestPath). The holon 1 has thus two
main possibilities for accomplishing its goal. The first possibility consists in the
recruitment of a member, already owning the FindShortestPath capacity. The
second possibility consists in instantiating an organisation able to provide it,
like the Ant Colony organisation. This organisation is found by using a match-
making process. Let us consider the situation where holon 1 chooses this second
option and integrates an additional internal group, thus instantiating the Ant
Colony organisation as described in figure 6 by an extension of the cheese-board
diagrams introduced in [12]. It recruits new members able to play the various
role of this organisation (cf. fig 5). Owning henceforth the required capacity, it
becomes able to play the Route Provider role and thus joins the group \( g_0 \).
This process can be summarized by the following steps:

1. The holon tries to match the capacities required to play one role as it is stated by the organisation description. If it cannot then it looks for an organisation exhibiting the needed capacity (in an organisations repository). To enable this matchmaking process in an open system, a common description language is required to match holon capacities, as proposed in [37, 38] to deal with dynamic service matchmaking that can be easily adapted to our case.

2. If matches are found, the holon has to choose among the different organisations the one which seems the best fitting. This choice is mainly based on the comparison between capacities required by the chosen organisation and the already present members’ capacities.

3. When an organisation has been chosen, the holon has yet to instantiate the defined roles and interactions. Roles can be played by existing sub-holon members or new members capable of playing those roles have to be recruited.

4. When each role defined in the chosen organisation has a player in the freshly instantiated group, the super-holon is able to obtain the capacity implementation and can thus play new roles.

The following section introduces an example in order to illustrate the use of the capacity concepts in the ASPECS methodology.

5 Case study: a robot soccer simulator

The FIRA Robot soccer competitions began in 1996 using real robots and simulators [21]. It is an example where real-time coordination is needed. Indeed, the principle consists in two teams of five autonomous robots (for the specific
case of Mirosoft medium league) that play a game similar to human football. It constitutes a well-known benchmark for several research fields, such as MAS, image processing and control. A simulator for such games based upon HMAS using the ASPECS development process was developed. In this paper some parts of the ASPECS process concerning this simulator are presented. Not all activities are detailed since this would be out of the scope of this paper. The focus here is on pertinent activities that allow to engineer the emergence of the desired behavior. The interested reader can find the entire case study on the ASPECS website.

5.1 System Requirements

The global objective of the Domain Requirements Description (DRD) activity is gathering requirements and expectations of application stakeholders and providing a complete description of the behavior of the application to be developed in terms of functional and non-functional requirements described using a UML use case diagram. Figure 7 details the use cases associated to the development of a simulator for the FIRA Robot Soccer cup. Eight use cases and one actor have been identified. The actor represents the user of the simulator who can simulate matches and tune the strategy of each team. Simulating a match implies the simulation of two autonomous teams that can choose their own strategy and are responsible for simulating the individual robots behavior.

![Figure 7: Domain Requirements Description of the Robot Soccer Simulator Analysis](http://www.aspecs.org/)

The goal of the Organisation Identification activity (the second one in ASPECS) is to bind each requirement to a global behavior, embodied by an organisation. Starting from the results of the DRD activity, use cases are clustered and a first set of organisations that will compose the application is identified by following a combination between a structural (or ontological) approach mainly based on the analysis of the problem structure described in the Problem Ontology Description and a functional approach based on requirement clustering.

---
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Figure 8: Results of Interaction and Role Identification, and Capacity Identification activities of the Robot Soccer Simulator Analysis

This step relies on analysis decision. In the reported example, a functional criterion is used and organisations are clustered according to use dependencies, specifically includes relationships. For example, the top level organisation consists in game simulation. This organisation is dedicated to the realization of the Simulate Matches use case and it is composed of The Team Simulation organisation which is dedicated to simulate team’s global behavior use case.

According to this first hierarchy of organisations, the objective is now to decompose each organisation in terms of roles and interactions, and precise the behavioral contributions of sub-organisations to upper-level ones. In this example a top-down behavioral decomposition is used and for each level a test is done to determine if it is still necessary to continue the decomposition process. Figure 8 describes the result of this decomposition: the various organisations and their respective contributions.

At the top of the hierarchy, the Game Simulation organisation is decomposed using only one interaction and one role: Team. An OCL constraint is added to specify that only two instances of this role are allowed in each instance of this organisation. This role is in charge of simulating the behavior of a robot soccer team. Its complexity at this level is considered as too high for a straight implementation and it will be decomposed into smaller interacting behaviours.

At the second level, the organisation Team Simulation is decomposed in four roles: three roles representing the contributions of previously identified sub-
level organisations and a boundary role \(^4\) useful to provide required information about the game situation (players and ball position, score, etc). The Strategy Selector role is in charge of determining the best strategy to adopt according to the current situation. Each strategy corresponds to a distribution of strategy roles like goalkeeper, near-defender, midfielder, shooter, etc., among the different players. Each robot soccer team is composed of five players. Applying a strategy thus consists in assigning to each player one of the roles defined by the strategy. The association between players and roles defined by the strategy is done by the Role Assigner role. The Players Simulator role is in charge of simulating the behavior of the various players according to the chosen strategy. The global state of the game (players and ball positions, score, time, etc.) is maintained by the boundary role Game Observer. This role is also in charge of providing required perceptions to the others.

The result of the Interaction and Role Identification activity is thus a three levels holarchy composed of the organisations depicted in figure 8. The analysis is obviously not finished and many decisions have to be taken before being able to implement and deploy the system. The behaviours of the roles need to be defined. The Strategy Selector role, for example, is in charge of choosing a strategy for a team according to a game situation. This role is of an uttermost importance for the team efficiency and the choice of a strategy is not so trivial. However there exist several techniques in order to exhibit such a behavior.

We decided to abstract the choice of a strategy with a capacity namely ChooseStrategy capacity. This strategy inputs are a game situation and a non empty set of strategies; it returns the selected strategy as a result. At this step, this capacity may be considered as a new requirement. The System Requirements Analysis phase need to be reiterated to consider this new requirement and thus identify organisations in charge of realizing it. The next subsection presents such an iteration which results in an organisation based upon the theory of immune systems that is able to implement the ChooseStrategy capacity.

### 5.2 The Immune System Organisation

From a computational viewpoint the human immune system can be viewed as a parallel, distributed system that has the capacity to control a complex system over time [11]. The human immune system is composed of several layers of defense such as: physical (skin), innate and adaptive. The adaptive part of the human immune system has been mostly taken into consideration in this paper. The adaptive system improves its response to a specific pathogen at each exposure. Thus, the adaptive system has three key functionalities: recognition, adaptation and memory. The adaptive immune system can be divided into two major sections: the humoral immune system and the cellular immune system. The former acts against antigens by means of proteins called immunoglobulins or antibodies which bind to antigen. This binding mechanism allows an antibody to

---

\(^4\) A Boundary Role is a role located at the boundary between the system and its outside, and it is responsible for interactions happening at this border (i.e. GUI, Database, etc).
either tag an antigen for attack by other part of the immune system or neutralize antigens. The latter, among other duties, destroys virus-infected cells.

Nobel Laureate N. K. Jerne proposed a model based on interactions between antibodies [20] to explain the human immune systems functioning. These interactions take the form of stimulation and inhibition. This theory is known as Jerne’s Idiotypic Network. The network is defined by stimulation/inhibition links between antibodies. From now on, immune system term will be used as a reference to the immune network. The region by which antibodies stimulate or inhibit other antibodies is called idiotope. Idiotopes play the roles of antigens for other antibodies. It means that each antibody may be seen by other antibodies as an antigen if its idiotope corresponds to the paratope of these antibodies. This regulation mechanism enables the immune system to maintain an effective set of cells and to self-organize in order to deal with antigens. Indeed, the stimulation/inhibition links are based on affinities between antibodies to deal with specific antigens. If two types of antibodies are able to match two similar type of antigens then they will have affinity and will stimulate each other. On the contrary if antibodies are built to deal with very different types of antigens they will inhibit themselves.

Jerne’s Idiotypic Network has already been used as an agent architecture, for example in [41]. Such architecture is an interpretation of the Jerne’s theory. Concepts developed in that work are used for a single agent case as a basis for the approach presented in this paper. The main principle of this architecture is that each antibody represents a possible behavior of the agent with its preconditions and affinities with other antibodies. It is an arbitration mechanism which allows both the choice of a single behavior according to some stimulations, the antigens, and learning with the continuous computation of affinities between these antibodies. In our case the behavior will be associated to a strategy and the choice of a behavior is then equivalent to the choice of a strategy.

Figure 9: Organizational model of the Artificial Immune System

Figure 9 describes the organizational model of the immune system. It is composed of two roles: Idiotypic Network and Antibody. The Antibody role describes the behavior exhibited by Antibodies in the network. Antibodies influence each other through the affinities interaction. When appropriate, antibodies will send stimulation/inhibition stimuli, according to the affinities values of
the antibody, to other antibodies. With these stimulations/inhibitions and the present antigens, each antibody computes its concentration. The antibodies then send their concentrations to the Idiotypic Network for selection. The antibody with the greater concentration is chosen and executes its behavior. After execution the results are analyzed by the Idiotypic Network which sends rewards or penalties to antibodies in order to update their affinities.

![Diagram of Immune System interactions]

Figure 10: A complete step of the Immune System interactions

Figure 10 details the interactions resulting from the perception of an antigen by the immune system. The perception and encoding of antigens is done by an analysis of the environment. The perceived antigens are sent to all antibodies. Each antibody checks if it is stimulated by the antigen and if stimulated it broadcasts its affinity values. It means that a stimulated antibody will either stimulates or inhibits other antibodies.

More details on this agent architecture and experiments can be found in [19].

5.3 The Agent Society Design Phase

The global objective of the ASPECS Agent Society phase is to define roles’ communications, agents’ and holons’ architectures according to the organisations identified in the System Requirements phase. The activities presented in this section are those that are pertinent to the engineering of the emergent feature
exemplified in this paper. These activities are: Role Behavior Description, Organisation Dependencies and Holarchy Design.

The Role Behavior Description activity aims at defining the complete lifecycle of a role. Roles identified during the IRI activity are here specialised in Agent Roles interacting each others by means of communications. If a role requires capacities or provides services, this activity has to describe tasks and actions in which they are really used or provided. This is shown in figure 11 by the statechart representing the behavior of the Strategy Selector role. The Change strategy state calls the ChooseStrategy capacity. This capacity as analyzed in the System Requirements phase is realized by an artificial immune system inspired by the idiotypic network theory. The behavior of a role of the corresponding organisation is defined by the statechart of figure 12. This role, named Idiotypic network, consists in coordinating antibodies and simulating the global behavior of an idiotypic network. In our case, the antigens are the result of the analysis of the game situation. The different strategies are represented by antibodies. These two inputs are given to the capacity call in the ChangeStrategy state of role Strategy Selector. The Idiotypic Network role is then in charge of choosing among these antibodies, strategies in our case, one which seems the best fitting for the current situation. Once an antibody is chosen, the corresponding result is published as a provided service.

The goal of the Organisation Dependencies Description activity is to define relationships between: (i) capacities required by roles and organisations, and (ii) services that realize them. It is also dedicated to the identification of resources but this part will not be detailed here for the sake of brevity.

It is the case in our example since the Idiotypic Network role exhibits the
Figure 13 describes capacities, services and resources related to the three organisations involved in the model of the Robot Soccer Simulator case study. Contributions of each organisation to the upper level have been detailed by using a capacity and the associated service, e.g., SimulateTeamBehaviour or PlayStrategy.

The Holarchy Design activity is the last activity of the Agent Society design phase and aims at providing a global synthesis where previous activities work products are combined and summarized in a single work-product describing the overall structure of the system and the rules that will govern the dynamics of this structure. At this step in the design process, the set of organisations composing the system, their roles and the associated communications have been identified and specified. The architectures of the various agents have also been specified.

Finally the designer focuses on the Holarchy Definition task. The previously described elements are merged in order to obtain the complete set of holons (composed or not) involved in the solution. In this way, the complete holarchy
of the system is described. Results of this task are summarized in an organizational cheese-board (see Figure 14). This diagram is then associated to a set of documents describing the government of each holon and the rules governing their dynamics.

Figure 14 shows that the StrategySelector role is in a group with an Immune System role. In this role the Strategy Selector is playing the System feeder role. The Immune System is in turn decomposed in a group where there exist one Idiotypic Network and several Antibodies according to the immune system organizational structure presented in section 5.2.

6 Conclusion

Engineering emergent behaviours is an open issue in self-organisation even if some works propose some interesting ideas [26, 27, 36, 9, 32]. The same problem also affects the engineering of holonic multi-agent systems since any level of a holarchy can depend on the emergent behaviours of its sub-levels. In order to tackle this specific feature of holonic and self-organizing multi-agent systems, the capacity concept which abstracts a know-how from its concrete realisation is introduced in this paper. The use of this concept is illustrated in this paper through a case study demonstrating the use of the capacity concept to control the emergence of behaviours. The chosen case study consists in a simulator for robot soccer games and it is considered under a holonic perspective. The capacity concept is part of the metamodel underlying the ASPECS development process. The entire set of activities of this process is out of the scope of this paper so only relevant activities applied to the case study are presented. This paper emphasizes the intrinsic ability of ASPECS to catch the various levels of abstraction of a complex system; this occurs during the analysis phase by using an organisational hierarchy and in the design phase by using an holarchy.

The obvious hypothesis of the presented works is the existence of an holarchy.
It means that entities can be decomposed in a somewhat hierarchical manner. This hypothesis is not valid for flat systems but in the case of emerging properties authors frequently refer to, at least, two levels. The lower level is where entities interact to produce the emergent phenomenon and the upper level is the one in which the phenomenon is observed. A second hypothesis made in this work is that analysis, design and development use an organisational stance. Again, this hypothesis seems reasonable as many methodologies, [43, 5, 7] for example, use similar concepts.

Future works will be concerned with the language for the expression of complex capacities. As it is now it seems appropriate for simple transformational properties. Validation and verification of these properties will be integrated within the methodology to form a complete lifecycle.
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