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Traditional traffic control systems based on traffic light have achieved a great success in reducing the average delay of vehicles or in improving the traffic capacity. The main idea of these systems is based on the optimization of the cycle time, the phase sequence, and the phase duration. The right-of-ways are assigned to vehicles of one or several movements for a specific time. With the emergence of cooperative driving, an innovative traffic control concept, Autonomous Intersection Management (AIM), has emerged. In the framework of AIM, the right-of-way is customized on the measurement of the vehicle state and the traffic control turns to determine the passing sequence of vehicles. Since each vehicle is considered individually, AIM faces a combinatorial optimization problem. This paper proposes a dynamic programming algorithm to find its optimal solution in polynomial time. Experimental results obtained by simulation show that the proper arrangement of the vehicle passing sequence can greatly improve traffic efficiency at intersections.
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1. Introduction

Efficient traffic control systems at intersections are in favor of enhancing the performance of urban traffic networks. Over the past half-century, a great deal of traffic control strategies concerning isolated intersections have emerged and have been widely used. From the earlier work of Webster (1958) to the recent works (Robertson, 1969; Allsop, 1971; 1976; Sims and Dobinson 1980; Hunt, 1982; Farges et al., 1983; Gartner, 1983; Sen and Head, 1997; Lee and Hyung, 1999; Boilôt et al., 2000; Mirchandani and Head 2001; Mirchandani and Lukas 2001; Péter, 2012), these systems have achieved great success in reducing the average delay of vehicles and in improving the traffic throughput, especially through the emergence of adaptive traffic control systems (Hunt, 1982; Farges et al., 1983; Sen and Head, 1997; Mirchandani and Head 2001; Mirchandani and Lukas 2001). However, the increased importance of environmental concerns and the limited economic and physical resources are among the most important reasons why these traditional traffic control systems cannot continue being the answer to the ever-increasing transportation and mobility needs of modern societies. Safe, efficient, and less polluting transportation of persons and goods calls for an optimal utilization of the available infrastructure via novel traffic control measures. This trend is driven by the rapid developments in the areas of wireless communications and positioning.

Wireless technologies with positioning systems have received a great attention since they offer a tremendous potential for reinforcing the link between the vehicles (drivers), the traffic environment, and the control system (Uno et al., 1999; Sakaguchi et al., 2000). A new active research area, cooperative driving, has emerged (Tsugawa, 2002). The most basic application of cooperative driving at intersections is to provide information to the driver about the surrounding driving environment. A more advanced application is to elaborate the driving behavior in order to direct autonomous vehicles through an intersection (Arora et al., 2012; Grünewald et al., 2006; Li and Wang, 2006; Mehani and de La Fortelle, 2007; Dresner and Stone,
2008). This application is called Autonomous Intersection Management (AIM).

In the framework of AIM, each vehicle sends request of right-of-way by wireless communication and waits for receiving its right-of-way before crossing the intersection. The right-of-way is customized on the measurement of the vehicle state. The control of AIM determines the sequence of vehicles that cross the intersection instead of designing traffic light switching schemes. AIM is quite different from the traditional traffic control system and presents the following important novelties:

- Unlike the traditional control systems that decide on the duration of phases (the green light given to movements) or whether or not the phase is still kept for another period of time, AIM allows us to precisely decide which vehicle has the right-of-way and addresses the right-of-way to only admitted vehicles.

- The decision is performed according to the actually observed traffic instead of predicting the volume of the traffic from the past statements of the inductive loops.

- It uses cooperative driving techniques to help the driver prepare for or even avoid emergencies.

- It facilitates the deployment of priority policies between vehicles because each vehicle is considered individually.

The concept of AIM theoretically opens up the possibility of exploring a multitude of protocols to manage traffic efficiently at intersections. Li and Wang (2006), enumerated all feasible passing sequences of vehicles. Then trajectory planning algorithms were used to choose the most efficient sequence that guides the vehicles to cross the intersection as soon as possible. The main problem of this method is the complexity of generating passing sequences. As the authors pointed out, the time complexity exponentially increases with the number of vehicle and lanes. Dresner and Stone (2004), Mehani and de La Fortelle (2007) or David et al. (2012) introduced a simple control policy, First Come First Serve (FCFS), with low computational cost. Matteo and Sascha (2009) proposed a more complicated control policy, such as the longest-in-system. However, these policies are too simple to explore the potential capabilities of improving traffic efficiency in AIM.

Since researchers have reached the agreement that a proper arrangement of passing sequences will improve the traffic efficiency at intersections, in this paper we are interested in proposing a new traffic control strategy based on dynamic programming for finding an optimal sequence in polynomial time. This paper is organized as follows. First of all, it presents the basic configuration of the AIM system. Then the traffic control at an intersection (to compute the vehicle passing sequence) is formulated as a combinational optimization problem. A dynamic programming algorithm is proposed to solve the control problem in polynomial time. Finally, the paper discusses the results of simulations before concluding.

2. System overview

We propose a new protocol of AIM, which is referred to as Cooperative Vehicle-Actuation Signalization (CVAS). In CVAS, the access to an intersection is ordered according to the requests received from the vehicles via the wireless communication. Each vehicle individually receives its right-of-way with respect to the sequence. Two main technologies are required:

(a) discrete point positioning technology, which makes the intersection manager aware of the vehicle position,

(b) wireless communication technology, which helps vehicles to communicate with the surrounding environment.

2.1. Intersection configuration. Consider a two-lane intersection as presented in Fig. 1. Each lane is one-way and split into two zones by the conflict zone: the storage zone and the exit one. Position markers are placed at the entrance of each zone. Thus, there are three position markers placed on each lane. When a vehicle detects the position marker 1, it sends a request for the right-of-way to the intersection manager. The position marker 2 inquires the approaching vehicle about its right-of-way. Vehicles without right-of-way cannot cross the conflict zone. After leaving the conflict zone, the position marker 3 detects the vehicle and the intersection manager takes back the vehicle’s right-of-way.

Based on this configuration, we can picture the operation of the system (Fig. 2). When a vehicle arrives at the intersection (it passes over the position marker 1), the intersection manager sends the map of the intersection to this vehicle and locks its right-of-way. Then it computes the best sequence and accordingly distributes the appropriate right-of-ways to the first admitted vehicles of non-conflicting movements. When the last admitted vehicle passes over the position marker 3, it proceeds to free vehicles of the conflicting movements and so on. If some vehicles arrive before the end of the sequence, the intersection manager computes a new sequence without considering vehicles that have already received the right-of-way. The objective of this rule is to avoid an emergency braking to the drivers.

2.2. Safety issues. From the description given previously, the safety issue is mainly supported by a
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Two approaches of negotiating the right-of-way are conducted: the first one is a decentralized approach (Grünewald et al., 2006), where vehicles communicate with each other to obtain the right-of-way; the second one is centralized, where the intersection manager receives the requests of vehicles and sends the right-of-way accordingly (Li and Wang, 2006; Mehani and de La Fortelle, 2007; Dresner and Stone, 2008). In the first approach, the main burden of caring for the safety falls on the performance of the communication system. However, wireless communication is not as reliable as expected. Grünewald et al. (2006) showed that the saturation of the bandwidth will cause collision. Hence, a centralized approach is necessary. The intersection manager centralizes the presence list and makes a selection of the vehicles that will receive the right-of-way.

Here, we do not want to go deep into the safety issue. The reader could find more detailed discussions in the work of Abbas-Turki et al. (2012), where a P-timed Petri net model (DiCesare et al., 1994) is proposed to analyze the safety of the proposed system.

3. Problem formulation

Recall that the main concern of the paper in the context of CVAS is to explore the possibility of improving the traffic efficiency at intersections by means of a proper arrangement of the vehicle passing sequence. Since it is impossible to predict arrivals of all vehicles, a natural way is to find an optimal sequence for the vehicles present at the intersection. As soon as a new vehicle approaches the intersection, the controller recalculates an optimal sequence for vehicles without right-of-way. This control strategy is similar to the traditional rolling horizon technique, where the algorithm finds the optimal solution over each horizon, and the optimization process proceeds one horizon after another. However, since the optimization here is updated as soon as new vehicles approach, it is more flexible to adapt to the fluctuating demand situations. In order to pursue the optimization for the present vehicles, the control problem should be well formulated at first.

3.1. Formulation of the control problem. Given the presence list of vehicles by the position markers 1 and the vehicles, theoretical arrival times at the conflict zone, the control of CVAS determines a passing sequence of vehicles which minimizes the maximum exit time, under the constraint of safe headways. Here the exit time refers to the time when the last vehicle traverses the conflict zone. The formulation of the control in CVAS is presented in the following (the notation is defined in Table 1):
Meaning
t2r
safe headway respected by vehicles on the same
number of vehicles present on the lane
theoretical arrival time of vehicle
safe headway respected by vehicles of conflict-
constraints (Fig. 3):
subjected to the constraints
|e(i,qi) − e(j,qj)| ≥ \begin{cases} d, & i = j \land q_i = q_j + 1, \\
t_L, & i \neq j \end{cases}
and e(i,qi) ≥ r(i,qi).

To ensure safety at an intersection, the vehicle passing sequence should be subject to two temporal constraints (Fig. 3):
(a) \( d \): the minimum safe headway time between two successive vehicles that move on the same lane;
(b) \( t_L \): the minimum time between two successive vehicles that access the conflict zone from conflicting movements.

A safe interval \( t_L \) is entailed between two vehicles from lanes \( l_1 \) and \( l_2 \). Here \( t_L \) takes into account the start-up lost time (Kutz, 2004) and the time for the clearance of the conflict zone. The values of \( d \) and \( t_L \) depend on several parameters such as pavement surface conditions, profiles of the drivers, and weather conditions. One way to accurately estimate the values is to refer to empirical observations. The literature is rich in terms of values and formulas with adjustment factors for approximating these parameters (Bertolazzi et al., 2009; Chen et al., 2010). Since the scope of this paper does not cover the estimation of these values, we will use the widely admitted standards (Cohen, 1993).

The objective of control is to minimize the maximum exit time, which is an interesting approach to reduce the vehicle delay. As proved by Papageorgiou et al. (2003), the earlier the vehicles are able to exit the network (by appropriate use of the available control measures), the less time they will have spent in the network.

In order to clearly illustrate the control process, consider an example where four vehicles are present at a two-way intersection. There are two vehicles on \( l_1 \) and \( l_2 \), respectively. No vehicles have yet the right-of-way. The infrastructure provides the data about the vehicles. Accordingly the theoretical arrival times are estimated. Table 2 summarizes all the required data to compute the optimal passing sequence. Figure 4 presents an optimal solution with the minimal exit time, i.e., 14 seconds.

### 3.2. Complexity of the control problem.

It is noted that one of the major obstacles of the control is the problem complexity since control considers each vehicle individually. The following proposition gives us the number of all feasible sequences for an intersection with \( L \) lanes.

**Proposition 1.** An intersection of \( L \) lanes admits exactly

\[
\left( \frac{\sum_{i=1}^{L} n_i}{\prod_{i=1}^{L} (n_i!)} \right)! \tag{2}
\]

ordered sequences of vehicles.

**Proof.** There are \( \left( \sum_{i=1}^{L} n_i \right)! \) possible sequences. On each lane, the \( n_i \) vehicles are stringently ordered (for the sake of safety, vehicle-overtake is forbidden after they have crossed the position marker 1). Hence, we conclude that the number of all feasible sequences equals (2). ■
An optimal solution can be found by an exhaustive search. However, this applies only to a scenario with a small number of vehicles and lanes. Since the description of (1) renders the control a combinational optimization problem, we can make use of some specialized theories to solve this problem in polynomial time. Potts and Kovalyov (2000) give a dynamic programming algorithm to solve the family scheduling problem of a single machine. The original problem is decomposed into sub-problems recursively until the sub-problems can be dealt with. In the next section, we will use this decomposition and propose a novel algorithm which is able to integrate estimated arrival times of vehicles.

4. Control strategy

Dynamic programming is a method for solving complex problems by recursively breaking them down into simpler sub-problems (Bellman, 1957). It is applicable to an optimization problem which has two key ingredients (Thomas et al., 2009):

- optimal sub-structure,
- overlapping sub-problems.

A problem exhibits an optimal sub-structure if an optimal solution to the problem contains within it optimal solutions to sub-problems. This property will produce the optimal solution constructed from optimal solutions to sub-problems. The overlapping sub-problems mean that the space of sub-problems is typically polynomial in the input size that a recursive algorithm for the problem solves the same sub-problems over and over, rather than generating new sub-problems. Hence, dynamic programming algorithms solve each sub-problem once and then store the solution in a table where it can be looked up when needed.

In the following, we will use the dynamic programming algorithm to find the optimal solution of the problem (1). To introduce the algorithm, we consider the problem of control at an intersection of two lanes (Fig. 4). It is noted that the proposed algorithm is adaptive to any layout of intersection.

4.1. Traffic control algorithm. Let \([n_1, n_2]\) denote the problem (1). If \(n_1 > 0\) and \(n_2 > 0\), the last vehicle in the sequence is either from \(l_1\) or \(l_2\). We use \([n_1, n_2, 1]\) and \([n_1, n_2, 2]\) to denote these two possibilities, where \([n_1, n_2, i]\) \((i \in \{1, 2\})\) indicates the last vehicle in the sequence is from \(l_i\).

For \([n_1, n_2, 1]\), before the last vehicle \((1, n_1)\), the \((n_1 + n_2 - 1)\)-th vehicle is either from \(l_1\) or \(l_2\). Hence, the vehicle sequence of \([n_1, n_2, 1]\) is constructed either from sub-sequence of \([n_1 - 1, n_2, 1]\) or that of \([n_1 - 1, n_2, 2]\). In other words, the problem \([n_1, n_2, 1]\) can be decomposed into two sub-problems \([n_1 - 1, n_2, 1]\) and \([n_1 - 1, n_2, 2]\). Using symmetric reasoning, \([n_1, n_2, 2]\) results in two sub-problems \([n_1, n_2 - 1, 1]\) and \([n_1, n_2 - 1, 2]\). Each resulting sub-problem can be decomposed into two sub-problems in the same way after removing the last vehicle in the sequence. In general, the decomposition of \([q_1, q_2, i]\) with \(q_i \leq n_i\) produces two sub-problems \([m_1, m_2, 1]\) and \([m_1, m_2, 2]\), where

\[
(m_1, m_2) = \begin{cases} 
(q_1 - 1, q_2) & \text{if } i = 1 \land q_1 \geq 1, \\
(q_1, q_2 - 1) & \text{if } i = 2 \land q_2 \geq 1.
\end{cases}
\] (3)

The relation (3) shows that the decomposition of a problem brings at most two sub-problems by removing the last vehicle in the sequence. The process of decomposition can continue until it reaches the problem \([0, 0]\), which denotes that all vehicles are removed. By this decomposition, we can build a directed graph where each sub-problem is linked to its original problem. Figure 5 presents the decomposition of an instance \([2, 2]\).

Let \(G_{n_1, n_2} = (V, A)\) be a directed graph that results from the decomposition of \([n_1, n_2]\), where a node \(v \in V\) is a sub-problem and an arrow \(a \in A\) is a decision taken from one sub-problem to its original problem. In the following, we call the one relating to a sub-problem “child” and its original problem “parent”.

Let \(P_{n_1, n_2}\) be the set of paths from \([0, 0]\) to \([n_1, n_2]\), and \(S_{n_1, n_2}\) be the set of all possible ordered sequences of vehicles. The cardinal of \(S_{n_1, n_2}\) is given by (2). It is noted that there exists an isomorphism between \(S_{n_1, n_2}\) and \(P_{n_1, n_2}\). Table 3 gives an example of mapping between \(S_{2,2}\) and \(P_{2,2}\).

According to the definition of an arrow \(a\), the weight
possible to use the graph to compute the required time inserted vehicle. By assigning weights to arrows, it is

\[ \text{if } d_r > 2 \text{ or } i \neq j \]

\[ w(a) = \begin{cases} 
  d & \text{if } a \text{ connects } [m_1, m_2, i] \text{ to } [q_1, q_2, i], \\
  t_L & \text{if } a \text{ connects } [m_1, m_2, i] \text{ to } [q_1, q_2, j], \\
  0 & \text{otherwise}.
\end{cases} \]

with \( i \neq j \). More precisely, \( w \) assigns weights to arrows in order to denote the safe headway between the last vehicle in the sequence of the sub-problem and the inserted vehicle. By assigning weights to arrows, it is possible to use the graph to compute the required time for freeing all vehicles. This period of time is obtained by computing the length of the corresponding path from \([0, 0]\) to \([n_1, n_2]\). The length of the sub-path from \([0, 0]\) to \([q_1, q_2, i]\) corresponds to the exit time \( e_{(i,q_1)} \) of the last vehicle \((i, q_1)\) in the sub-sequence. However, since a vehicle cannot access the conflict zone before the minimal value of the estimated arrival time, \( r_{(i,q_1)} \) is associated to each problem \([q_1, q_2, i]\) to restrict the length of the path (Fig 6).

The calculation of the length of a path from \([0, 0]\) to \([n_1, n_2, i]\) \((i \in \{1, 2\})\) is given by the following recursive formula:

\[ W(v) = \max(W(v') + w(a), r_v), \]

\[ W([0, 0]) = 0, \]

where \( v, v' \in V \), \( v' \) is a child node of \( v \), \( a \) connects \( v \) and \( v', W(v) \) is the length of the path from \([0, 0]\) to \( v \) and \( r_v \) is the estimated arrival time associated to \( v \). One can note that \( W([n_1, n_2, i]) \) gives the theoretical time for freeing all vehicles. The shortest path from \([0, 0]\) to \([n_1, n_2]\) corresponds to the optimal solution to the problem (1).

In the following, we will use dynamic programming to find the shortest path. Before introducing the algorithm, we will prove that the problem exhibits the two key ingredients.

**Theorem 1.** (Optimal sub-structure) The optimal solution of \([n_1, n_2, i] (i \in \{1, 2\})\) is calculated by the recursive formula

\[ W^*(v) = \max_{v' \in N_v} (W^*(v') + w(a), r_v), \]

where \( W^*(v) \) is the length of the shortest path from \([0, 0]\) to \( v \), \( N_v \) is the set of children nodes that are directly connected to \( v \) and \( a \) is the arrow connecting \( v' \) to \( v \).

**Proof.** Let \( P(v') = \{p_1(v'), \ldots, p_m(v')\} \) be the set of all possible paths to reach a node \( v' \) from \([0, 0]\), \( W_i(v') \) be the length of the path \( p_i(v') \), \( i \in [1, m] \) and \( W_i(v) \) be the length of the path from \([0, 0]\) to \( v \) that covers the path \( p_i(v') \).

To prove Theorem 1, it is sufficient to prove that if \( W_i(v') \geq W_i(v) \) then \( W_k(v) \geq W_l(v) \), where \( k, l \in [1, m] \).

From Eqn. (5), the recurrence (3) will always be true due to the following relation:

\[ W_k(v) - W_l(v) = \begin{cases} 
  W_k(v') - W_l(v') & \text{if } r_v \leq W_i(v') + w(a), \\
  W_k(v') + w(a) - r_v & \text{if } W_i(v') + w(a) < r_v \\
  0 & \text{otherwise}.
\end{cases} \]

Indeed, if \( W_k(v') - W_l(v') \geq 0 \) then \( W_k(v) - W_l(v) \geq 0 \), where \( k, l \in [1, m] \).

Theorem 1 proves that the decomposition of problem makes the problem exhibit an optimal sub-structure. It can be easily proved that the space of sub-problems is polynomial in the input size since the number of nodes \([q_1, q_2, i]\) is bounded by \( O(n^2) \). Hence, the dynamic programming algorithm can be used to solve the problem (1).

From Theorem 1, the optimal solution of a problem \([q_1, q_2, i], q_i \in [1, n_i], i \in \{1, 2\}\) is recursively calculated
Algorithm 1. Recursive-path \((q_1, q_2, i)\).

```plaintext
1: \( v = [q_1, q_2, i] \)
2: if \( i = 1 \) then
3: if \( q_1 = 0 \) then
4: \( W^*(v) = \infty \{ \text{Illegal decomposition} \} \)
5: else if \( q_1 = 1 \) and \( q_2 = 0 \) then
6: \( W^*(v) = r_v, L^*(v) = 1 \)
7: else
8: \( v_1 = [q_1 - 1, q_2, 1] \)
9: \( W^*(v_1) = \text{RECURSIVE-PATH}(q_1 - 1, q_2, 1) \)
10: \( \text{Temp1} = \max\{W^*(v_1) + a(v_1, v), r_v\} \)
11: \( v_2 = [q_1 - 1, q_2, 2] \)
12: \( W^*(v_2) = \text{RECURSIVE-PATH}(q_1 - 1, q_2, 2) \)
13: \( \text{Temp2} = \max\{W^*(v_2) + a(v_2, v), r_v\} \)
14: if \( \text{Temp1} \leq \text{Temp2} \) then
15: \( W^*(v) = \text{Temp1}, L^*(v) = 1 \)
16: else
17: \( W^*(v) = \text{Temp2}, L^*(v) = 2 \)
18: end if
19: end if
20: else if \( q_2 = 0 \) then
21: \( W^*(v) = \infty \{ \text{Illegal decomposition} \} \)
22: else if \( q_1 = 0 \) and \( q_2 = 1 \) then
23: \( W^*(v) = r_v, L^*(v) = 2 \)
24: else
25: \( v_1 = [q_1, q_2 - 1, 1] \)
26: \( W^*(v_1) = \text{RECURSIVE-PATH}(q_1, q_2 - 1, 1) \)
27: \( \text{Temp1} = \max\{W^*(v_1) + a(v_1, v), r_v\} \)
28: \( v_2 = [q_1, q_2 - 1, 2] \)
29: \( W^*(v_2) = \text{RECURSIVE-PATH}(q_1, q_2 - 1, 2) \)
30: \( \text{Temp2} = \max\{W^*(v_2) + a(v_2, v), r_v\} \)
31: if \( \text{Temp1} \leq \text{Temp2} \) then
32: \( W^*(v) = \text{Temp1}, L^*(v) = 1 \)
33: else
34: \( W^*(v) = \text{Temp2}, L^*(v) = 2 \)
35: end if
36: end if
37: return \( W^*(v) \)
```

Table 4. Characteristic of vehicles and the intersection.

<table>
<thead>
<tr>
<th>Vehicles</th>
<th>Intersection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>4.5 m</td>
</tr>
<tr>
<td>Reaction time</td>
<td>1 s</td>
</tr>
<tr>
<td>Acceleration</td>
<td>2 m/s²</td>
</tr>
<tr>
<td>Deceleration</td>
<td>-2 m/s²</td>
</tr>
<tr>
<td>Maximal speed</td>
<td>15 m/s</td>
</tr>
<tr>
<td>Length of the storage zone</td>
<td>105 m</td>
</tr>
<tr>
<td>Lane width</td>
<td>3.5 m</td>
</tr>
<tr>
<td>Weather condition</td>
<td>Dry road</td>
</tr>
<tr>
<td>Coefficient of friction</td>
<td>0.8</td>
</tr>
<tr>
<td>Saturation flow rate</td>
<td>0.5 veh/s</td>
</tr>
</tbody>
</table>
Algorithm 2. Construct-sequence \((W^*, L^*)\).

1: \(q_1 = n_1\)
2: \(q_2 = n_2\)
3: if \(W^*([q_1, q_2, 1]) \leq W^*([q_1, q_2, 2])\) then
4: The \((q_1 + q_2)\)-th vehicle is \((1, q_1)\)
5: \(i = L^*([q_1, q_2, 1])\)
6: \(q_1 = q_1 - 1\)
7: else
8: The \((q_1 + q_2)\)-th vehicle is \((2, q_2)\)
9: \(i = L^*([q_1, q_2, 2])\)
10: \(q_2 = q_2 - 1\)
11: end if
12: while \((q_1 + q_2) \geq 1\) do
13: if \(i = 1\) then
14: The \((q_1 + q_2)\)-th vehicle is \((1, q_1)\)
15: \(i = L^*([q_1, q_2, 1])\)
16: \(q_1 = q_1 - 1\)
17: else
18: The \((q_1 + q_2)\)-th vehicle is \((2, q_2)\)
19: \(i = L^*([q_1, q_2, 2])\)
20: \(q_2 = q_2 - 1\)
21: end if
22: end while

Fig. 7. Graph of decomposition of the example presented in Table 2.

Fig. 8. One can note from this example that, although the numbers of vehicles under all possible sequences are shown in Table 4. The behaviors of vehicles under all feasible sequences are shown in Fig. 8. One can note from this example that, although the micro models introduced before. To validate the optimal solution, we have simulated the microscopic behavior of vehicles under all feasible sequences. The Gipps model (Gipps, 1981; 1986) is used as the simulation tool to describe the microscopic car-following behavior. The parameters of vehicles and the intersection are presented in Table 4. The behaviors of vehicles under all possible sequences are shown in Fig. 8. One can note from this example that, although the calculation of the exit time is approximate, the optimal sequence can be found by the algorithm. Besides, the exit time can be reduced if the position marker 3 confirms the departure of the last admitted vehicle in practical applications. In other words, the right-of-ways are distributed more rapidly than expected because the system distributes the right-of-way according to data collected at the position marker 3.

4.3. Extensions. The proposed algorithm can be easily applied to isolated intersections with different layouts. Before applying the decomposition, vehicles are partitioned into different movements. In the same movement, since vehicles can pass through the intersection without conflict, only safe headway \(d\) is required for two successive vehicles on the same lane. For vehicles belonging to conflicting movements, the safe headway \(d\) is entailed to ensure the safety at the conflicting zone. After partitioning vehicles into movements, we can apply the same algorithm to find a vehicle passing sequence.

For example, let us consider a typical intersection with four ways as illustrated in Fig. 9. There are two conflicting movements, i.e., vehicles from roads \(R_1, R_2\) and vehicles from roads \(R_3, R_4\). Let \(n_1\) and \(n_2\) denote the numbers of vehicles belonging to the two conflicting movements. After the partition, the problem becomes \([n_1, n_2]\), which can be decomposed in the same way as introduced before.

In general, if the number of the conflicting movements \(c\) is greater than 2, the problem \([n_1, n_2, \ldots, n_c]\) is decomposed into \(c\) sub-problems: \([n_1, n_2, \ldots, n_c, 1], \ldots, [n_1, n_2, \ldots, n_c, c]\), where \(n_i\)
denotes the number of vehicles belonging to the conflicting movement \( i \) (here we have \( i \in [1, c] \)). Each sub-problem can be decomposed into \( c \) subproblems after removing the last vehicle in the sequence. For example, \([n_1, n_2, \ldots, n_c, 1]\) results in \([n_1 - 1, n_2, \ldots, n_c, 1]\), \([n_1 - 1, n_2, \ldots, n_c, c]\). Each resulting sub-problem can be decomposed into at most \( c \) sub-problems in the same way until the decomposition reaches \([0, \ldots, 0]\).

Figure [10] shows the decomposition of an instance \([2,3,2]\).

It is easy to prove that the problem \([n_1, n_2, \ldots, n_c]\) still exhibits two key ingredients: optimal sub-structure and overlapping sub-problems, as shown in Section 4.1. The optimal solution can be calculated by Eqn. (6). The time complexity of the algorithm is \( \mathcal{O}(n^c) \) and the space complexity is \( \Theta(n^c) \).

5. Efficiency study of CVAS

In this section, the traffic control effectiveness of CVAS is evaluated. The simulation is implemented in a traffic simulation environment where the car-following model
(Gipps model) is used to simulate the behaviour of vehicles. The inputs of the simulation are given in Table 4. The intersection under consideration is an intersection of four lanes presented in Fig. 9.

The effectiveness of CV AS is compared with the following four traffic control systems:

1. Adaptive control system: a traditional traffic control method which is proven efficient in the current traffic system. Here, the method presented by Fang and Elefteriadou (2006) is used for comparison.

2. New traffic control system based on wireless communication proposed by Gradinescu et al. (2007): the controller keeps tracking the vehicles by the wireless communication. Thus the estimation of the traffic volume is more precise. The traffic light switching scheme is updated during each cycle. The famous Webster formula (Webster, 1958) is applied to calculate the cycle length and the green time according to the estimated demand.

3. New traffic control system proposed by Wunderlich et al. (2008): the control strategy is based on the Little formula (Little, 1961). The average delay experienced by vehicles in the network is directly proportional to the average queue size. The controller tries to minimize the queue size by giving the right-of-way to the approach with the maximal weighted queue length. The queue lengths are measured precisely by the advanced wireless communication and positioning technologies.

4. Autonomous intersection management proposed by Dresner and Stone (2004; 2006). This comparison aims to know whether the optimization of passing sequence will improve traffic efficiency in heavy traffic load. Hence, we compare our system with the AIM based on the FCFS control policy.

It is to be noted that although the new traffic systems (2) and (3) adopt the advanced technologies of wireless communication and of positioning systems, the traffic control is still based on traffic lights. In the following, we use the abbreviations Adaptive, Webster, LQF-MWM, and AIM (FCFS) to represent the above systems, respectively. The performances of all the systems are evaluated by the following criteria:

1. Evacuation time: the time to evacuate all the vehicles present in one hour.

2. Throughput: the ratio between the number of vehicles passed over the position marker 2 and the number of vehicles passed over the position marker 1 during the time of simulation.

3. Mean vehicle delay: this quantity is calculated by the difference between the estimated travel time in the absence of the intersection control and the travel time in the presence of the intersection control.

4. Mean queue length: it is defined as the cumulative number of vehicles stopped before the conflict zone divided by the simulation time.

The simulation runs sixty minutes and the simulation step is 1 s. The results of simulation are presented in Fig. 11. Each point in the figure represents an average of ten runs. The unit of flow rate \(pcpspl\) denotes passenger cars per second per lane.

First, let us compare CV AS with the traditional traffic control system. The results show that CV AS outperforms the Adaptive system. Besides, its performance is as stable as the system Adaptive. Turning to the comparison with other new traffic control systems, CV AS also presents the best performance. We observe that Webster exhibits the poorest performance since its inherent limitation of the control strategy: although the green time is updated every cycle, it cannot react quickly to the traffic. For LQF-MWM, it shows good performance at a low traffic load (\(≤ 0.35 pcpspl\)); however, as the traffic load increases, its performance is deteriorated. That is due to the frequent change of right-of-way when each approach accumulates too many vehicles waiting for the right-of-way. The same conclusion can be drawn from AIM (FCFS). When the traffic load is low, i.e., \(≤ 0.35 pcpspl\), it has the compatible performance with CVAS; as the traffic load increases, it shows a sharp decline in its performance. The comparison with AIM (FCFS) proves that a proper arrangement of the vehicle passing sequence will improve the traffic efficiency.

6. Discussion

The simulations show that a proper arrangement of vehicles passing sequence in the proposed system...
has great capacity to improve the traffic efficiency, whereas there are several issues that deserve further investigations. The most important issue is the feasibility of the system. To study this, we realized the CVAS in a simple intersection with human driven vehicles. The right-of-way is notified to the driver by onboard signalization. The video of the simulation can be found at [http://www.youtube.com/watch?v=D6s8tXIGSLA](http://www.youtube.com/watch?v=D6s8tXIGSLA). During the tests, we did not observe any collision. This experiment proves the feasibility of the protocol of CVAS that we present here, at least for industrial applications.

In addition, the main obstacle of the system is that all vehicles must be equipped. We draw the reader’s attention to the fact that AIM can be forthcoming since Europe (France, Germany, Switzerland, etc.) and the United States have launched clean car sharing programmes to reduce pollution in urban areas. Some programmes (e.g., PRAXITELE, Lislec, and Autolib Projects in France, City-Car in Switzerland, IntelliShare in the USA) have planned to limit the access of some zones of the city to green car sharing. In other words, some intersections of the urban area will be exclusively shared by fleets of equipped vehicles where vehicles negotiate their access to intersection. Hence, CVAS has a great potential to be applied in car sharing zones.

7. Conclusion

This paper introduces a theoretical system, cooperative vehicle actuation signalization, to manage the traffic at isolated intersections. This new traffic control system is capable of managing vehicles individually based on the technology of cooperative driving. To propose a proper vehicle passing sequence, the control of a system is rendered through a combinational optimization problem. A dynamic programming algorithm is proposed to solve the control problem in a polynomial-time complexity for an isolated intersection. Simulation results demonstrate significant improvements over current intersections. Besides, this system has the potential to be applied to any isolated intersection with more complicated layout. A real test is implemented to study the feasibility of the system. In the future, we will enrich the results and apply them to connected intersections.
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